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Abstract: Bitcoin is the world's leading cryptocurrency and allows users to conduct anonymous 
transactions safely over the Internet. Bitcoin has attracted the attention of investors in recent years. 
We obtained the historical data of Bitcoin prices from 2010 to 2020 and analyzed the trend of 
Bitcoin prices based on 10 technical indicators. Then several machine learning methods such as the 
Logistic regression, Support Vector Machine (SVM), Random Forest (RF), XGBoost and lightGBM 
were used to predict movements of Bitcoin Prices. The experimental results showed that lightGBM 
was the most accurate in predicting the movements. In addition, we found that the results calculated 
with discrete variables of technical indicators were better than that with continuous features as input. 
Principal Component Analysis could reduce dimension so that the prediction performance of all 
machine learning models was improved. Finally, we integrated three models SVM with Gaussian 
kernel, XGBoost and lightGBM by the idea of Bagging. The total return reached about 1200% 
using Bagging method to buy or sell Bitcoin in a year and a half, which is prior to lightGBM 
method. Machine learning methods and the fusion model used for predicting Bitcoin price could 
also solve the problem of other digital currency price prediction. 

1. Introduction 
Bitcoin is the longest running and best-known cryptocurrency and was first released as open 

source by Satoshi Nakamoto in 2009 [1]. Bitcoin acts as a decentralized medium for digital 
exchange, and transactions are validated and recorded in public distributed ledgers (blockchains) 
without the need for trusted record keeping institutions or central intermediaries [2-3]. Transaction 
modules are "linked" together as an immutable record of all transactions that have occurred. Like 
any currency or commodity on the market, Bitcoin transactions and financial instruments were 
quickly accepted by the public. Bitcoin itself is very controversial. Some scholars believe that it is a 
currency with the characteristics of legal tender, while some scholars believe that Bitcoin itself is a 
virtual commodity. It does not fall within the scope of legal tender and cannot serve as a general 
equivalent with the equivalent exchange function of money [4]. 

With the improvement of people's recognition of cryptocurrency, the easing policies of various 
governments and the entry of investors, a large number of online trading platforms have been 
established worldwide, and the global cryptocurrency market has reached a level of trillions [5]. 
The unique 24-hour market system, t+0 trading rules, natural advantages and the high volatility of 
multiple markets of the same variety attract a large number of developers and investors to enter the 
market by quantitative trading.  

With the increase of Bitcoin application scenarios and the easing of the government's attitude, 
Bitcoin's impact on the original monetary system. Its economic status has been steadily rising and 
attracted more and more investors' attention. Developers who trade stocks, futures and stock 
indexes have entered the market one after another and can occupy a place in emerging markets. 
Compared with other safe and stable financial investment methods, Bitcoin investment is still a 
venture capital activity. The profit is higher, but the risk is higher. How to get the highest benefit 
with the least risk? This is bound to be a topic of deep concern to investors. But the research on the 
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prediction of special currency is still in its infancy. Is Bitcoin similar to stocks? Can historical data 
and current observation data be used to predict the future? Can it be applied to the prediction of 
Bitcoin trading trend? What attributes are suitable for Bitcoin prediction? 

The aim of this paper is to understand the rule of Bitcoin price fluctuation, study its internal 
mechanism and achieve the prediction of Bitcoin price movements. Machine learning method could 
be trained by using the sample data set, and finally the model has the ability to make corresponding 
decisions [6]. The purpose of machine learning is to find the hidden rules and relations between 
input and output and improve the ability to predict the output structure of unknown input data. It 
shows the schematic diagram of Bitcoin movements prediction. The steps are as follows: we will 
obtain the daily frequency data of Bitcoin price, construct the technical indicators including MA, 
MACD, RSI, etc. to predict the movements of the special currency. Accuracy, precision, recall and 
AUC are used to evaluate the model and determine which model has higher accuracy. Generally, the 
prediction results could be better based on the model fusion technology. Finally, we will optimize 
the model based on the appropriate technical indicators and construct strategy for Bitcoin trading. 

2. Related Work 
Quantitative trading relies on the development of the securities investment market and is favored 

by more and more investors [7]. It uses quantitative methods and computer programs to issue 
trading orders, with the purpose of obtaining the maximum profits. Quantitative trading has a long 
history in developed countries such as Europe and the United States. The application scope of 
quantitative trading is not limited to the stock market because of its stable investment income. In 
recent years, quantitative trading is advancing to the digital money market [8]. Due to the 
development of digital money investment market and the transformation of demand, as well as the 
rapid development of machine learning and deep learning and other innovative technologies, more 
and more researchers have carried out in-depth research on digital currency transactions in the 
aspect of quantitative trading [9].  

There are many methods to study digital currency based on Artificial Intelligence methods. Yan 
et al. established regression model and variance decomposition to verify whether there is a 
short-term or long-term correlation between different digital currencies [10]. Su et al studied the 
current situation and transaction risks of Bitcoin market according to the characteristics of digital 
currency trading market [11]. The experiment tested more than 40 common factors of different 
types of stock market in the digital money market. After the processing of single factor and factor 
regression process, 16 factors were finally selected to construct trading strategy, and the simulated 
returns were better. Besides, three variables had a significant short-term lag effect on the Bitcoin 
price and the impact time is relatively long [12]. Qing et al. proved that the future trading trend of 
Bitcoin can be estimated based on historical data and current observation data by applying Support 
Vector Machine (SVM) model and Bayesian linear regression model. Traditional models could help 
predict future trends of Bitcoin prices [13]. Custard et al. used automated methods for calculating 
the quality of digital resources. The purpose was to determine whether 16 indicators can be used to 
accurately classify resources into different quality level, and determine which indicators have a 
positive or negative impact on resource classification [14]. Prediction of time series data through 
several machine learning algorithms showed fusion of different models could improve the overall 
accuracy [15]. Kareem et al. presented that Bitcoin price fluctuates greatly and Bitcoin's relative 
insulation and high volatility is hard to predict [16]. Machine learning technology was also adopted 
to predict the price of Bitcoin at different times according to their daily prices and high-frequency 
prices [17]. 

Deep learning is a learning model with multiple hidden layers. Deep learning uses multiple 
hidden processing layers to construct computational models. It learns the high-level representation 
of data in abstract dimensions and has a good application in digital currency prediction. Daily data 
of $1,681 cryptocurrencies from April to November 2015 were analyzed to help predict its trend. 
The result of long-term short-term memory (LSTM) model showed that simple trading strategies 
assisted by the most advanced machine learning algorithms are better than standard benchmarks 
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[18]. Recurrent Neural Network (RNN) was used to predict the price trend of USD Bitcoin. The 
final result was that nonlinear deep learning is better than ARIMA, but the latter is not obvious [19]. 
Since 2019, with the help of pre training language models such as Google BERT, ALBERT, 
ELECTRA and so on, the ability of language comprehension has been approaching human level 
[20]. The understanding and analysis task of text information has entered a vast new field. 

Both traditional machine learning method and deep learning method have good effect on the 
prediction of movements of digital currency. The combination of technical indicators and the 
analysis of digital currency movements based on machine learning method have good 
interpretability. Therefore, this section summarizes the advantages and disadvantages of machine 
learning methods and technical indicators. Then we will compare the prediction results of Bitcoin 
based on different models. 

3. Data 
3.1 Introduction of Bitcoin 

Figure 1 shows the price of Bitcoin fluctuates greatly that influenced by supply and demand, 
speculation, regulation and internal technology [21]. Seven ministries and commissions, including 
the Central bank, announced that China had banned the trading of virtual currencies in September 
2017. The price of Bitcoin has further increased. The price of Bitcoin dropped significantly between 
February and May 2018 and then stabilized at the same level for nearly 8 months. Bitcoin bid fell 
below $4,100 at 4:30am on November 21. Bitcoin prices hit a record high for the year in April 2019 
and then topped $7,000 for the first time in nearly eight months. The price of Bitcoin passed the 
$10,000 mark on June 22 and keeps increasing. The price of Bitcoin shot above $12,000 on June 26, 
a level it reached last year. Bitcoin prices also fluctuate in some ranges in 2020. 

 
Figure 1 Fluctuation of Bitcoin price 

3.2 Construction of technical indicators 
Technical indicators we adopted for evaluating Bitcoin trending and their formulas are shown. 

The formulas of the technical indicators could be found in previous references [22-24]. MA 
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(moving-average) has been applied longtime and is a measure of a trend in price changes. PSY has 
a certain reference significance to study and judge the short-term trend and can study the 
psychological fluctuation of investors on the stock market. Aroon is the technical index invented by 
Tushar in 1995 and indicate the trend change and trend intensity of asset prices. CCI measures 
whether share prices, foreign exchange or precious metals trade outside their normal distribution. 
CMO uses up day and down day data in the numerator of the formula which is different from other 
momentum index such as RSI and KDJ. MACD refers to the moving average of similarities and 
differences. MACD represents the change of market trend while MACD with different K-line levels 
represents the buying and selling trend in the current level cycle according to the 
double-exponential moving average. Relative Strength Index (RSI) is a leading indicator of how 
market prices will behave in the future based on a comparison of forces between rising and falling 
trends. Specifically, it can be considered as overbought phenomenon if the price rises rapidly; 
otherwise, it can be considered as oversold phenomenon. Stochastic KD mainly studies the 
relationship between the low and low prices and the closing market, reflecting the strength of the 
price trend and the phenomenon of overbuying or selling.  

3.3 Summary statistics for Bitcoin movements  
In the technical indicator MACD, we set the parameter fast period to be 14 days, the parameter 

slow period to be 26 trading days, and the parameter signal period to be 7 days. Periods for other 
technical indicators, such as MA, PSY, RSI, Aroon, CCI, CMO and RSI, is set to be 14 days. Table 
1 shows summary statistics for technical indicators. These technical indictors are important to 
predict the movements of Bitcoin prices theoretically. 

Table 1 Summary statistics for technical indictors 

 
mean std min 25% 50% 75% max 

up_down 0.575  0.494  0 0 1 1 1 
MA 2697  3780  0.1 94.450  481.300  5312  17555  
PSY 2705  3792  0.1 95.250  484.450  5299  18502  
AROON_Up 38.339  35.321  0 7.143  28.571  71.429  100 
AROON_Down 51.576  37.769  0 14.286  50.000  92.857  100 
CCI 21.237  111.939  -467  -61.395  32.313  103  372.927  
CMO 9.206  30.391  -80  -11.460  6.113  28.419  100 
MACD 0.090  76.655  -744  -2.416  0.039  3.759  618.132  
RSI 54.491  15.411  0 44.214  53.056  64.210  100 
STOCHK 56.332  24.362  0 35.489  58.595  77.887  100 
STOCHD 56.314  22.679  0 37.403  58.077  76.036  100 

4. Models 
4.1 Logistics regression 

Logistic regression is a statistical analysis method to study whether there is a linear or nonlinear 
relationship between one or more independent variables and one dependent variable [25]. Logistic 
regression is a probability nonlinear regression model, which is a multivariate analysis method to 
study the relationship between classification observation results and some influencing factors. 
Logistic regression function is as follows and P could be regard as the probability :  

 

 

Logistic regression belongs to discriminant model, and there are many methods of model 
regularization (L0, L1, L2, etc.). This model could get a good probability interpretation and easily 
update the model with new data (online gradient descent algorithm). If we need a probability 
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framework or want to quickly integrate more training data into the model in the future, this model is 
a good choice. The loss function of L1-norm Logistic regression could reduce the features 
dimension and shown as follows: 

 
The loss function of L2-norm in Logistic regression is another method for solving 

multicollinearity and shown in following equation: 

 
4.2 Support Vector Machine 

Support vector machine (SVM) is a method of adding new dimensions to view problems [26]. Its 
purpose is to find a hyperplane to segment the sample. The principle of segmentation is to 
maximize the interval. Finally, it is transformed into a convex quadratic programming problem to 
solve. The function of hyperplane is： 

 

Support vector machine model can be divided into linear and nonlinear [26]. The data samples 
are said to be linearly separable if a linear function can separate the samples. In two-dimensional 
space there is not one line that can be divided, so the linear separable support vector machine 
corresponds to the line that can correctly divide the data and has the largest interval. Nonlinear 
transformation can be used to transform nonlinear problems into linear problems. It presents that the 
training samples can be mapped from the original space to a higher dimensional space and the 
samples are linearly separable in this space. 

There are several kinds of kernel functions in common use [26]:  
Linear kernel function: < xi, xj > 
Polynomial kernel function: (c< xi, xj >+r)d 
Radial basis kernel function (Gaussian kernel function): exp(-c|xi-xj|)2 
Sigmoid kernel function: (tanh (c<xi, xj>+r)) 

4.3 Random Forest  
Decision Tree is a decision analysis method to calculate the probability and a graphical method 

to intuitively apply probability analysis [27]. For Decision Trees, data preparation is often simple or 
unnecessary, and can deal with both data-type and regular-type attributes at the same time. Feasible 
and effective results can be achieved for large data sources in a relatively short time. It is easy to 
measure the reliability of the model by static test. In practical applications, data sets often fail to 
achieve the above classification effect of "whether simulated transactions are supported or not". 
Gini index minimization criterion is adopted for feature selection. The diagram of Decision Tree 
and the Gini index after splitting is defined as follows: 

 

Random Forest is a classifier that uses multiple Decision Trees to train and predict a sample. 
Random Forest is a classifier containing multiple Decision Trees and determined by the mode 
number of the categories output by individual trees [28]. This method can handle the amount of 
input into variables and assess the importance of variables in determining categories; In addition, 
Random Forest can detect deviations and viewing data with fast learning process.  
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4.4 XGBoost 

XGBoost is an optimized algorithm on the basis of AdaBoost and GBDT that is composed of 
model, parameters and objective function [29]. The model can be understood as a combination of 
basis functions and weights. Optimizing the objective function needs to achieve two goals of 
making the predicted value close to the true valueand ensuring the generalization ability of the 
model. In order to reach the first one, we can minimize the loss function. For the second point, we 
can minimize the penalty term that controls the complexity of the model in the measurement of the 
loss function or a regularization term, such as L1 and L2 reuglaration. We optimize the objective 
function to achieve the optimal combination of error and complexity. Objective function Obj(x) is 
shown as follows: 

𝑂𝑂bj(𝑥𝑥) = 𝐿𝐿(𝑥𝑥) + Ω(𝑥𝑥) 
The function consists of error function L(x) and complex function Ω(x). The purpose of the 

function is to make the loss deviation as small as possible. The final concern is the size of the 
generalization error (the balance point between the deviation and the variance). The deviation 
describes the fitting ability of the algorithm itself, and the variance describes the impact of data 
disturbance. The implementation step of XGBoost is to select a base learner (decision tree, logistic 
regression and other weak classifiers). The idea of XGBoost is to learn the loss value before each 
iteration and add the predicted value of the base classifier to predict the result. After arranging the 
features, the following calculation formula can be used to traverse the value of each split point of 
each dimension feature to determine the optimal split point. 

𝐺𝐺ain =
1
2 �

𝐺𝐺𝐿𝐿2

𝐻𝐻𝐿𝐿 + 𝜆𝜆
+

𝐺𝐺𝑅𝑅2

𝐻𝐻𝑅𝑅 + 𝜆𝜆
−

(𝐺𝐺𝐿𝐿 + 𝐺𝐺𝑅𝑅)2

𝐻𝐻𝐿𝐿 + 𝐻𝐻𝑅𝑅 + 𝜆𝜆�
− 𝛾𝛾 

The left subtree gradient value is 𝐺𝐺𝐿𝐿,The gradient of the right subtree is 𝐺𝐺𝑅𝑅. It is the complexity 
cost introduced by adding new leaf nodes. 

4.5 LightGBM 
LightGBM is an open source and efficient distributed gradient boosting tree algorithm released 

by Microsoft in 2017 [30]. Due to its fast speed, low memory consumption and relatively high 
accuracy. The proposal of the LightGBM model not only reduces the computational cost, but also 
improves the computational efficiency of the model. 

Higher accuracy and lower memory usage can be obtained In the case of high computational 
efficiency. LightGBM mainly made improvements in the following aspects: Gradient-based, 
One-Side, Sampling (GOSS) and Exclusive Feature Bundling (EFB). LightGBM uses the histogram 
algorithm to merge mutually exclusive features. I shows the diagram of histogram algorithm in 
LightGBM. The solution is to discretize the continuous attribute value into m integers and construct 
a histogram while discretizing. When traversing, the discretized value can be used as an index to 
accumulate statistics in the histogram, and then the discrete value of the histogram can be traversed 
to find the optimal cut point. In this way, the performance of the model is further accelerated 
because the huge amount of unnecessary calculations is avoided. 

5. Results  
Table 2 mainly describes the number and ratio of the increase and decrease of Bitcoin from 2010 

to 2020. It shows that Bitcoin increased a lot in past one decade. The increase of the total number of 
2410 is less than the decrease of 1224. In 2010 only one day the Bitcoin prices fall. There were 
special circumstances in 2016 and 2014. The increase was 264 in 2008 and the decrease was 162, 
while the increase was 54.0% and the decrease was 46.0% in 2014. The data from 2010 to 2018 are 
used as the training set and the data from 2019 to 2020 as the test set to analyze the effect of 
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different models in predicting movements of Bitcoin price. 
Table 2 the number and ratio of the movements of stocks from 2010 to 2020 

Year Increase % Decrease % Total 
2010 118 99.2 1 0.8 119 
2011 239 65.5 126 34.5 365 
2012 262 71.6 104 28.4 366 
2013 254 69.6 111 30.4 365 
2014 197 54.0 168 46.0 365 
2015 237 64.9 128 35.1 365 
2016 264 72.1 102 27.9 366 
2017 251 68.8 114 31.2 365 
2018 213 58.4 152 41.6 365 
2019 225 61.6 140 38.4 365 
2020 150 60.5 98 39.5 248 
Total 2410 66.0 1244 34.0 3654 

Models in Seciont 4 are adopted, including Logistic regression, Random Forest, Support Vector 
Machine, XGBoost, LightGBM, etc. Based on the above-mentioned 10 technical indicators, we 
show the model prediction results by taking the rise and fall of Bitcoin as the dependent variable.  

The scikit learn Library in Python was used to implement the above model and the parameters of 
the model are optimized. L1 regularization and L2 regularization are selected respectively when 
Lasso and Ridge Logistic regression are trained. Newton iterative solver converges faster for some 
high-dimensional data, and its prediction probability is higher than the default value. For Random 
Forest,  the number of Decision Trees is selected as 100 to achieve acceptable performance and 
error rate and prune the decision tree at the same time. For Support Vector Machines, the penalty 
coefficient is the tolerance of errors. The higher the value, the less tolerance we can tolerate the 
occurrence of errors. Linear kernel and RBF kernel are chose in Support Vector Machine. It 
implicitly determines the distribution of data after mapping to the new feature space. Besides, 
general parameters, booster parameters and task parameters must be set before running the 
XGBoost program. These three parameters are set separately. The maximum depth of tree in light 
GBM must also be set. When the model is over fitted, it can be reduced. 

Table 3 Result evaluation of all models 

Models Accuracy Precision F1 score AUC 
Lasso regression 0.756 0.734 0.775 0.727 
Ridge regression 0.774 0.721 0.714 0.754 

SVM with with Linear kernel 0.792 0.733 0.767 0.707 
SVM with Gaussian kernel 0.839 0.831 0.833 0.828 

Random Forest 0.786 0.783 0.788 0.791 
XGBoost 0.855 0.814 0.834 0.821 

LightGBM 0.823 0.849 0.854 0.833 
The accuracy, precision and F1 score of the above model are taken as our evaluation criteria. 

Table 3 shows that the F1 scores and AUC values of XGBoost, SVM with Gaussian kernel and 
lightGBM are relatively large. The results of these models are also the most accurate through the 
evaluation indicator of the accuracy. The next step is to further improve the accuracy of the results 
based on these models. 
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